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An Application of a Multidimensional Extension

of the Two-Parameter Logistic Latent Trait Model

Latent trait theory has become an increasingly popular
area for research and application in recent years. Areas
where latent trait theory has been applied include test
scoring’ (Woodcock, 1974)', criterion-referenced measuremen?;
(Hambleton, Swaminathan, Cook, Eignor, and Gifford, 1978)Ff
test equating”(Marco, 1977; Rentz and Bashaw, 1977),
tailored testingkzﬁqx;nley and Reckase, 1980), and mastery
testing” (Patience and Reckase, 1978). While many of these
applications have been successful, one unsolved problem is
repeatedly enrcountered. Most latent trait models assume a
unidimensional latent trait. As a result, applications of
these models have been limited to areas in which the tests
used measure predominantly one factor. When the assumption
of unidimensionality is not met, such as is often the case
with achievement tests, most latent trait models are
inappropriate.

The purposes of the research presented here are to
describe a latent trait model that is appropriate for use
with tests that measure more than one dimension and to
demonstrate its application to both real and simulated test
data. In addition, procedures for estimating the parameters
of the model will be presented.

The objectives of this research are to determine whether
the proposed model more adequately explains multidimensional
test data than does the undimensional version of the model,
and to determine whether the results yielded by the
application of the model are consistent with the results of
another, more established multivariate data reduction

procedure, factor analysis.
Method

The Model

The unidimensional model selected for this study, the
two-parameter logistic (2PL) model, is given by
exp(Dai(ej-bi))
Pi(ej)= / (1)
1+exp(Dai(Bj-bi))

-1-
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where a, is the discrimination parameter for item i, bi is

)
%

{S the difficulty parameter for item i, ej is the ability

_3 parameter for examinee j, and D=1.7.

Q The multidimensional model selected for this study, a

multidimensional extension of the two-parameter logistic
(M2PL) model, is given by

:Q exp(d.+a.6.)

5 P.(6.) = i (2)
A itj !

" 1+exp(di+aiBj)

; where Pi(ej) is the probability of a correct response to

ﬁ% item i by examinee j, di is a parameter related to the

Y difficulty of item i, ai is a vector of item discrimination
N parameters for item i, Bj is a vector of ability parameters
:{ for examinee j, and

i n

- aiej = ki CPL ik , (3)
;3 where aix is the discrimination parameter for item i on
%ﬁ dimension Kk, ejk is the ability parameter for examinee j on
! dimension k, and m is the number of dimensions modeled.

*ﬁ Estimation Procedures

The procedure used for item parameter estimation for the
RS M2PL model is a modification of the marginal maximum
likelihood procedure proposed by Bock and Aitkin (1981).
Their procedure was modified to make it appropriate for use
with the logistic distribution rather than with the normal

o distribution. The ability estimation procedure used for the
f\ M2PL model is a conditional maximum likelihood estimation

%f procedure. It employs an iterative estimation routine based
N on the Newton-Raphson technique. A complete description of

the ability estimation procedure is included in McKinley and
Reckase (1983).

For the 2PL model, parameter estimation was performed
using the LOGIST estimation program (Wood, Wingersky, and
Lord, 1976). This procedure is the most commonly used
procedure for estimating the parameters of the three-

) parameter logistic (3PL) model. 1t can be used for
Ty estimating the parameters of the 2PL model by holding the
: 'pseudo-guessing' parameter constant at zero.

------------
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Design

The general design of this study involved two stages.
The first stage employed simulation data with known true
item and person parameters. The second stage involved the
use of real test data, sampled to have specified numbers of
subtests in order to control to some degree the factor
structure of the tests.

In the first stage of the study response data with one,
two, and three dimensions were generated using the M2PL
model and known parameters. The parameters of the
unidimensional and multidimensional forms of the model were
estimated for these data, and the resulting sets of
estimates were compared to the true parameters and to each
other.

In the second stage of the study actual response data for
a large test with several subtests were sampled in such a
way as to simulate tests having one, two, and three
subtests. Although the tests were simulated, the item
responses were actual item responses from an administration
of the large test. The parameters of the 2PL and M2PL
models were estimated, and the resulting estimates were
compared with each other.

Datasets

Six datasets were employed in this research, three
containing simulated item responses and three containing
real item responses. One simulation dataset was generated
to have one dimension, a second was generated to have two
dimensions, and a third dataset was generated to have three
dimensions. The first real dataset was constructed so as to
have only one content area, the second had two content
areas, and the third had three content areas.

The true item parameters for the simulation datasets were
selected in the following way. The d-parameters were
selected from a table of the standard normal distribution.
They were sampled to have a mean of approximately zero and a
standard deviation of approximately .5. The a-parameters,
or discrimination parameters, were selected so that each
item would have a high discrimination on only one dimension,
and a low discrimination on the other two dimensions. For
the unidimensional data only the d-values and the a-values
for the first dimension were used for data generation. For
the two-dimensional data the one-dimensional data item
parameters were used along with the a-values for the second
dimension. The three-dimensional data were generated using
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the two-dimensional data item parameters along with the a-
values for the third dimension. All three simulation
datasets included data for 50 items and 1000 examinees.

et
.
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For the real datasets, item responses were sampled from
Form 16 of the Texas Grammar, Spelling, and Punctuation
(GSP) test (University of Texas, 1978). For the real
dataset having one content area, response data for the
spelling subtest of the GSP test were sampled for 1000
examinees and 30 items. For the two-subtest dataset, data
were sampled for 1000 examinees for 15 items from the
spelling subtest and 15 items from the grammar subtest of
the GSP test. For the three-subtest dataset, response data
were sampled for 1000 examinees for 10 items from the
spelling subtest, 10 items from the grammar subtest, and 10
y items from the punctuation subtest of the GSP test. The
%% items that were selected were those items having the highest
s factor loadings on the first factor from a principal

components analysis performed on the individual subtests.
) The principal components analyses were performed on phi
L coefficients.
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Analyses

Simulation Data Analyses The first analysis performed on
o the simulation data was to compare the item and person
gﬁ parameter estimates obtained for both the 2PL and the M2PL
N models to the known true parameters. To facilitate these
and subsequent analyses, the item parameter estimates for
the 2PL model were put in the M2PL form by multiplying the
a- and b-values together to obtain a d-value. Of course,
“ some differences in scale between the two models were still
;g expected, due to the presence of the D term in the 2PL
g model. The d-parameter estimates were compared to each
other and to the true d-parameters using Pearson product
moment correlations. The correlations obtained for the two
models were compared using a t - test (using Fisher's r to z .
transformation). For the unidimensional data the a-
parameter estimates were compared to each other and to the
true a-parameters using the same procedure.
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For the multidimensional data there were different
numbers of a-parameter estimates for the unidimensional and
multidimensional forms of the model. Therefore, there was
no one-to-one correspondence between the two sets of
3 estimates. Because of this, correlations between the two
o sets of estimates would not be meaningful for evaluating the
quality of the estimates. However, such correlations might
lead to a better understanding of the relationship between
the two forms of the model. Therefore, the intercorrelation
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’ matrices for the a-parameter estimates were computed for the
& multidimensional data.
(3
N Another analysis performed on the simulation data was the
o computation, for each model, of a mean absolute deviation
N (MAD) statistic. This statistic is given by
M n
- MAD, = |P,.-x.._| , (4)
3 1 . 1] 1]
. i=1
s@
A 1]
where Pij is the probability of a correct response to item i
by examinee j given the item parameter estimates obtained
R for the model of interest, xij is the observed response to
Y item i by examinee j, MADi is the mean absolute deviation
S
¥ statistic for item i, and n is the number of examinees.
~t This statistic, an indicant of the ability of the models to
‘ predict item responses, was computed for all items for both
X the 2PL and M2PL models, and the mean MAD statistics for the
} two models were compared for the simulation data using
" analysis of variance techniques. 1In addition, a principal
IR components solution was obtained on phi coefficients
" computed for each dataset. A varimax rotated factor

solution was also obtained and used to facilitate the
interpretation of the results of the other analyses. The
number of factors rotated was equal to the number of
dimensions used to generate the data.

P T R

Real Data Analyses For the real data the true parameters
were not known. Therefore, the first analysis performed on
the real data was the computation of the MAD statistics.

The MAD statistics for the two models were once again
compared using analysis of variance techniques. A principal
components analysis was also performed for each of the real
datasets, and the varimax rotated factor solution was used
to facilitate interpretation of the results. The number of
. factors rotated was equal to the number of subtests included
o in the data.

-
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» Results

¥ Simulation Data Analyses

True Item Parameters The true item parameters that were
used to generate all of the simulation data are shown in
Table 1. The d-parameters that are shown were used for all
three simulation datasets. The first a-parameter column
- contains the item discrimination parameters used to generate
the one-dimensional data. The second a-parameter column

=y
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contains the item discrimination parameters that, along with y
il the first set of item discrimination parameters, were used j
b to generate the two-dimensional dataset. The third column K
- of a-parameters were used with the first two sets to S
:ﬁ generate the three-dimensional dataset. j
e .. Table 1 %
{: True Item Parameters Used to Generate Simulated 3
'he Item Response Data o
Y j
Item d ay a, a,
ol ;
J 1 0.35 1.40 0.30 0.15
e 2 -0.25 0.30 1.30 0.15
&5 3 -1.15 0.10 0.30 1.65
i 4 -0.55 1.50 0.20 0.25
s 5 -0.05 0.35 1.35 0.20
Y 6 1.00 0.15 0.30 1.60 1
Wiy 7 -0.40 1.55 0.10 0.25 1
A 8 -0.70 0.40 1.70 0.15 ;
Lok 9 0.30 0.40 0.25 1.75 §
g 10 -0.50 1.65 0.20 0.30 4
T 11 -0.10 0.20 1.30 0.15 i
oy 12 1.05 0.35 0.15 1.60 1
5} 13 -0.50 1.60 0.20 0.15 .
'é\ 14 1.75 0.35 1.45 0.25 1
5¢ 15 -1.10 0.20 0.15 1.40 4
16 0.10 1.75 0.20 0.35 :
: 17 -0.20 0.40 1.70 0.25 '
o 18 0.55 0.20 0.20 1.55 )
0% 19 0.40 1.50 0.35 0.35 :
20 0.25 0.40 1.45 0.25 1
21 0.65 0.10 0.45 1.50
— 22 0.10 1.50 0.15 0.25
23 -0.35 0.30 1.60 0.25
v 24 -0.15 0.30 0.10 1.55
e 25 0.30 1.35 0.15 0.20
K 26 0.30 0.35 1.70 0.20
-és 27 -0.30 0.15 0.30 1.75
N 28 0.40 1.60 0.40 0.25
29 -0.40 0.35 1.70 0.25
1 30 -0.40 0.35 0.15 1.70
A,
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Table 1(Continued)
True Item Parameters Used to Generate Simulated
Item Response Data

l'l .‘ 2
e e e

Item d a1 a2 a3 N

:_'i

31 1.60 1.45 0.55 0.20 -

32 -1.00 0.15 1.45 0.10 o

33 -0.50 0.40 0.25 1.50 w
34 0.05 1.75 0.30 0.10
35 0.45 0.30 1.60 0.20
36 -0.30 0.30 0.30 1.50
37 -0.90 1.45 0.20 0.00
38 0.40 0.20 1.40 0.30
39 0.25 0.25 0.20 1.50
40 0.15 1.55 0.35 0.40
41 0.35 0.30 1.50 0.15
42 -0.35 0.15 0.30 1.70
43 -0.20 1.35 0.35 0.40
44 0.10 0.25 1.45 0.40
45 0.15 0.15 0.15 1.65
46 -0.15 1.70 0.25 0.20
47 0.35 0.15 1.70 0.10
48 -0.30 0.15 0.40 1.60
49 0.20 1.65 0.15 0.10
50 -0.30 0.40 1.55 0.35
Mean 0.00 0.70 0.68 0.67
S.D. 0.59 0.62 0.62 0.65

Table 1 also shows the means and standard deviations of
the true item parameters. As can be seen, all of the item
parameters had similar means and standard deviations.
Dimensions 2 and 3 had mean a-values that were slightly
lower than the mean a-values for dimension 1, with the
dimension 3 a-values having the lowest mean. Dimension 3
also had the highest a-value standard deviation.

Table 2 shows the intercorrelation matrix for the item
parameters shown in Table 1. As can be seen, there is no
correlation between the true a-parameters and the true d-
parameters (r=0.03 for dimensions 1 and 2, r=-0.03 for
dimension 3). The a-parameters for the different dimensions
were moderately negatively correlated. The a-parameters had
correlations of -0.45 for dimensions 1 and 2, -0.51 for
dimensions 1 and 3, and -0.50 for dimensions 2 and 3. The
negative correlations among the a-values are a reflection of
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the fact that items were simulated so as to have high a-
values on only one dimension.

Table 2
Intercorrelation Matrix for the True Item Parameters
Used to Generate the Simulated Item Response Data

Parameter d a1 a2 a3
d 1.00 0.03 0.03 -0.03
a1 1.00 -0.45 -0.51
a2 1.00 -0.50
a3 1.00

Factor Analyses Table 3 summarizes the results of the
factor analyses performed on the simulation datasets that
were generated using the item parameters shown in Table 1.
For the one-dimensional data the factor loadings that are
shown are for the first principal component from a prircipal
components analysis of phi coefficients. For the two- and
three-dimensional data the loadings shown are from a varimax
rotated principal components solution.

For the one-dimensional data the first two eigenvalues
from the principal components analysis were 6.54 and 1.34.
These data appear to at least approximate unidimensionality.
For the two-dimensional data the first three eigenvalues
were 8.07, 4.03, and 1.25. These data clearly do not
approximate unidimensionality. For the three-dimensional
data the first four eigenvalues were 9.12, 4.51, 3.81, and
1.03. Again, these data are clearly not unidimensional.
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. Table 3
. Factor Loadings Obtained for the One-, Two-, and Three-
;} Dimensional Simulated Item Response Data
X e
N One Two Three
N Item Dimensional Dimensional Dimensional
g o S
E I I II I II I11
s _
o~ 1 0.54 0.60 0.07 0.56 0.07 0.13
2 0.20 0.09 0.57 0.13 0.04 0.52
, 3 0.07 0.06 0.19 0.05 0.58 0.07
\ 4 0.56 0.54 0.10 0.56 0.08 0.09
v, 5 0.20 0.14 0.53 0.09 0.08 0.56
‘j 6 0.07 0.11 0.13 0.05 0.59 0.05
4 7 0.55 0.60 0.01 0.55 0.08 -0.02
8 0.22 0.11 0.57 0.12 0.04 0.60
) 9 0.22 0.25 0.12 0.11 0.64 0.03
) 10 0.62 0.58 0.11 0.61 0.09 0.03
34 11 0.12 0.10 0.56 0.08 0.08 0.54
3 12 0.18 0.12 0.05 0.13 0.54 0.08
h 13 0.55 0.57 0.06 0.55 0.06 0.10
14 0.15 0.06 0.47 0.16 0.04 0.4S
15 0.08 0.06 0.04 0.11 0.57 0.08
N 16 0.62 0.60 0.07 0.58 0.11 0.15
17 0.25 0.14 0.59 0.10 0.10 0.861
\ 18 0.19 0.15 0.13 0.08 0.58 0.04
# 19 0.57 0.58 0.15 0.58 0.13 0.05
by 20 0.18 0.17 0.50 0.16 0.01 0.53
21 0.03 -0.01 0.24 0.01 0.56 0.16
-y 22 0.58 0.56 0.07 0.59 0.13 0.04
¥ 23 0.19 0.04 0.66 0.12 0.10 0.55
% 24 0.19 0.18 0.06 0.09 0.62 0.05
. 25 0.53 0.56 0.07 0.52 -0.02 0.10
) 26 0.21 0.16 0.60 0.11 0.06 0.61
- 27 0.12 0.05 0.13 0.01 0©0.62 0.08
28 0.60 0.55 0.14 0.61 0.02 0.15
; 29 0.17 0.14 0.62 0.11 0.04 0.60
! 30 0.23 0.17 0.16 0.14 0.60 0.05
o 31 0.48 0.50 0.09 0.50 0.07 0.15
c 32 0.00 0.04 0.54 0.02 0.04 0.49
33 0.24 0.23 0.08 0.11 0.57 0.09
N 34 0.64 0.63 0.08 0.63 0.04 0.15
N 35 0.17 0.11 0.62 0.10 0.07 0.56
5 36 0.17 0.16 0.15 0.12 0.58 0.07
3 37 0.54 0.56 0.06 0.55 0.12 0.09
: 38 0.16 0.09 0.58 -0.01 0.09 0.54
39 0.11 0.05 0.06 0.08 0.57 0.05
40 0.56 0.54 0.06 0.60 0.13 0.12
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Table 3(Continued)
Factor Loadings Obtained for the One-, Two-, and Three-
Dimensional Simulated Item Response Data

One Two Three

Item Dimensional Dimensional Dimensional

I I I1I I 11 111
4] 0.16 0.14 0.55 0.09 0.10 0.55
42 0.05 0.11 0.17 0.01 0.65 0.10
43 0.62 0.57 0.13 0.55 0.16 0.11
44 0.16 0.09 0.52 0.07 0.12 0.56
45 0.07 -0.03 0.10 0.04 0.61 0.01
46 0.62 0.64 0.03 0.61 0.02 0.09
47 0.11 0.03 0.56 0.07 0.03 0.60
48 0.09 0.07 0.25 0.05 0.62 0.16
49 0.60 0.60 0.01 0.63 0.00 0.14
50 0.19 0.21 0.60 0.09 0.12 0.56

Note. For the two- and three-dimensional data the factor
loadings shown are from a varimax rotation of the principal
components solution.

The correlations between the true a-parameters and the
factor loadings shown in Table 3 are reported in Table 4.
As can be seen from Table 4, there is a strong relationship
between the discrimination parameters of the M2ZPL model and
the factor loadings from the factor analysis solutions. The
correlation of the a-parameter for the first dimension and
the one-factor solution factor loadings was 0.98. For the
two-factor solution the correlation between the a-parameters
and the factor loadings was 0.98 for both dimensions. For
the three-factor solution the correlation between the a-
parameters and the factor loadings was 0.99 for the first
dimension, as was the correlation between the a-parameters
for the second dimension and the factor loadings for the
third factor. The correleation between the a-parameters for
the third dimension and the factor loadings for the second
factor was also 0.99. As can be seen, the second and third
factors in the three-subtest solution were reversed in order
from the true parameters. There is also a strong
relationship between the dimensionality of the data as
determined by the eigenvalues and the dimensionality of the
parameter vectors.
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response data. They also provide some evidence that the
M2PL model actually can be used to model multidimensional

-~ data. It remains to be seen whether the model is
appropriate for realistic data. The next issue that must be
addressed is whether the parameters of the model can be
accurately estimated. This issue was addressed by the

3 simulation data analyses to be reported next.
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( These analyses provide strong evidence for the validity
o of the procedure used to generate multidimensional item
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Table 4
Correlations of True Discrimination Parameters
with the Varimax Rotated Factor Loadings

_% for the Simulated Item Response Data
fJ Factor Loadings
o) True One Two Three
o Parameter Factor Factor Factor
A
'% I I II I II I1I
2 a, 0.98 0.98 -0.54 0.99 -0.51 -0.42
X a, -0.43 -0.495 0.98 ~0.47 -0.49 0.99
]
N a, -0.51 -0.46 -0.40 ~0.50 0.99 -0.54
»
y
i One-Dimensional Data Table 5 shows the item parameter
L estimates that were obtained for both models for the one-
- dimensional simulation data. The means and standard
> deviations of the item parameter estimates are also shown in
il Table 5. Note that for the one-dimensional data, parameters
‘1 were estimated for only one dimension using the M2PL model.
52 As can be seen from the table, the estimates for the
=) unidimensional simulation data were guite similar for the

t

two models, although the mean discrimination parameter
estimates were somewhat higher for the M2PL model than for
the 2PL model. The correlation of the d-parameter estimate
ey with the true d-parameter was .99 for both models. The

) correlation of the a-parameter estimates with the true a-

\ parameter was .98 for the 2PL model and .99 for the M2PL

" model. The correlation of the two sets of d-parameter
estimates was .99, as was the correlation between the two
sets of a-parameter estimates.
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\ Table 5
Item Parameter Estimates for the 2PL and M2PL Models
for the One-Dimensional Simulated Item Response Data

L AL Bt Y S W Rl

el W

2PL M2PL
Item - —
-~ d a d a
3 P -:-'J
< 1 0.23 0.89 0.32 1.12 Ny
: 2 ~0.17 0.23 -0.29 0.31 ]
3 -0.70 0.08 -1.18 0.14 =
4 ~0.23 0.94 -0.41 1.21 4
5 ~0.09 0.23 -0.16 0.32 =
2 6 0.52 0.10 0.88 0.11 -
4 7 -0.27 0.96 -0.44 1.17 -
o 8 ~0.40 0.27 -0.68 0.37
9 0.16 0.26 0.25 0.36
10 ~0.32 1.29 -0.48 1.42
X 11 -0.08 0.13 -0.14 0.21
5 12 0.52 0.21 0.87 0.31
) 13 ~0.28 0.92 -0.48 1.18
) 14 1.14 0.23 1.91 0.32
15 -0.63 0.08 -1.09 0.15
. 16 0.10 1.20 0.13 1.36
! 17 -0.17 0.29 -0.30 0.44
18 0.32 0.22 0.54 0.31
; 19 0.23 0.99 0.33 1.23
? 20 0.10 0.21 0.16 0.29
' 21 0.41 0.04 0.69 0.06
. 22 0.02 1.01 0.00 1.23
X 23 -0.21 0.22 -0.36 0.31
% 24 -0.12 0.20 -0.21 0.29
¥ 25 0.24 0.84 0.38 1.10
4 26 -0.14 0.21 -0.25 0.34
: 27 -0.16 0.16 -0.27 0.16
28 0.29 1.13 0.44 1.34
: 29 -0.22 0.20 -0.38 0.28
30 -0.26 0.27 -0.44 0.38
31 0.94 0.88 1.44 1.10
32 -0.60 0.01 -1.02 0.02
% 33 -0.29 0.29 -0.50 0.41
34 -0.01 1.32 -0.07 1.46
3 35 0.27 0.20 0.45 0.28
3 36 -0.19 0.20 -0.33 0.28
A 37 -0.47 0.91 -0.77 1.18
« 38 0.32 0.17 0.53 0.26
39 0.12 0.12 0.20 0.16
40 0.06 0.94 0.08 1.18
‘
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Table 5(Continued)
Item Parameter Estimates for the 2PL and M2PL Models
for the One-Dimensional Simulated Item Response Data

2PL M2PL

Item e
d a d a
41 0.22 0.16 0.37 0.26
42 -0.16 0.08 -0.28 0.09
43 -0.18 1.23 -0.28 1.40
44 0.03 0.18 0.05 0.24
45 0.07 0.08 0.12 0.11
46 -0.11 1.21 -0.22 1.38
47 0.19 0.11 0.32 0.20
48 -0.15 0.10 -0.26 0.13
49 0.15 1.07 0.22 1.33
50 -0.16 0.20 -0.27 0.30
Mean 0.00 0.47 -0.02 0.59
S.D 0.35 0.43 0.58 0.50

The great similarity of the estimates obtained for the
two models was expected, since in the unidimensional case
the two models are essentially the same model. Any
differences that were found between the two sets of
estimates were probably the result of differences between
the two estimation procedures that were used. As indicated
by the correlations that were obtained, the differences
found between the two sets of estimates were minimal,
involving primarily a difference in scale. The variance of
the estimates for the 2PL model was less than the variance
of the estimates for the M2PL model. A rescaling of the
estimates to place them on the same scale might have
eliminated most of the differences found between the two
sets of estimates.

Descriptive statistics for the ability estimate
distributions for both models for the one-dimensional
simulation data are shown in Table 6. As can be seen, the
statistics for both models are gquite similar to the
statistics for the true abilities. The one exception is the
standard deviation of the M2PL ability estimates, which was
much higher than the standard deviation of the 2PL estimates
and the true abilities. The correlation of the estimates of
ability with the true abilities was .91 for the 2PL model,
and .92 for the M2PL model. The difference between these
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two correlations was not significant. The correlation of
the two sets of ability estimates was .99.

-

s

, 2

ot

Table 6
Descriptive Statistics for the True and Estimated
Ability Distributions for the 2PL and M2PL Models for
the One-Dimensional Simulated Item Response Data

s LB
]
|
RS | PRI 'Y Y OO A SO ISPt

Statistic True 2PL M2PL
Mean 0.01 -0.01 0.02
;\ Median 0.03 0.01 0.06
aﬁ S.D. 1.02 1.03 1.60
Y Skewness -0.04 -0.16 -0.07
N Kurtosis -0.18 0.24 -0.19

(J-L

ol
Tatatslal
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Two-Dimensional Data Table 7 shows the item parameter
estimates that were obtained for both models for the two-
dimensional simulation data. Also shown are the item
parameter estimate means and standard deviations. The 2PL
and M2PL item parameter estimate means are very similar, but
the M2PL standard deviations are higher (and closer to the
true values) than the 2PL standard deviations.

LS
%

-

#od it

-

The intercorrelation matrix for the true and estimated
item parameters for the two-dimensional simulation data is
shown in Table 8. The parameter estimates for the
multidimensional version of the model were guite strongly
correlated with the true parameters. The correlation for
the true and estimated d-parameter for the M2PL model was
.99. For both a-parameters the correlation was .98. For
the 2PL model the d-parameter estimate had a correlation of
.98 with the true d-parameter, which was not significantly

| e

S different from the correlation for the M2PL model. The two
;  sets of d-parameter estimates had a correlation of .99. The
*i unidimensional a-parameter estimates had a correlation of

.47 with the first set of true a-parameters and .53 with the
second set of true a-parameters. The correlations between
the unidimensional a-parameter estimates and the
multidimensional a-parameter estimates was .44 for the first
set of a-parameter estimates, and .52 for the second set.
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, Table 7 _-
Y Item Parameter Estimates for the 2PL and M2PL Models L
.;: for the Two-Dimens:icnal Simulated Item Response Data :
- - ) o .."j
) 2PL M2PL i
Item - 1
e d a d a a .
:a’ 1 2 :‘
o -
e Y L
" 1 c.18 0.71 0.25 1.32 0.13 4
W 2 -C. 1z 0.65 -0.31 0.08 1.26 "
3 -0 .62 0.20 -1.08 0.12 0.29
H 4 -C .19 0.68 -0.46 1.12 0.27
- 5 0.09 0.69 0.09 0.20 1.14
" 6 0.68 0.23 1.14 0.17 0.23
2, 7 -0.07 0.60 -0.25 1.26 C.07
i 8 -0.35 0.74 -0.74 0.13 1.30
9 0.21 0.31 0.32 0.42 0.18
v 10 -0.14 0.74 -0.38 1.23 0.21
e 11 -0.05 0.69 -0.17 0.16 1.16
' 12 0.60 0.15 1.01 0.21 0.10
13 -0.20 0.66 -0.51 1.21 0.13
‘ 14 0.90 0.58 1.61 0.09 1.10
15 -0.55 0.07 -0.95 0.13 0.10
= 16 0.09 0.74 0.04 1.31 0.18 k
3] 17 -0.07 0.82 -0.20 0.18 1.27 .
R 18 0.30 0.23 0.47 0.24 0.21 g
% 19 0.38 0.86 0.55 1.30 0.34 -
e 20 0.22 0.70 0.32 0.30 1.08 -
21 0.34 0.20 0.66 -0.04 0.37
. 22 0.05 0.64 -0.03 1.17 0.14
) 23 -0.08 0.77 -0.24 -0.01 1.49 <
“ 24 -0.11 0.18 -0.22 0.28 0.11 -
. 25 0.21 0.66 0.28 1.19 0.16 .
N 26 -0.18 0.89 -0.41 0.34 1.36 -
- 27 -0.14 0.16 -0.25 0.10 0.17
28 0.36 0.78 0.51 1.20 0.32 &
29 -0.20 0.90 -0.45 0.26 1.42 ’
y 30 -0.20 0.28 -0.35 0.29 0.25 :
3 31 0.91 0.69 1.57 1.28 0.13 .
32 -0.53 0.60 -1.09 -0.05 1.25 .
33 -0.28 0.25 -0.52 0.37 0.13 "
34 0.07 0.80 0.03 1.39 0.21
2 35 0.23 0.82 0.38 0.23 1.38 -
5 36 -0.20 0.24 -0.36 0.25 0.25 )
; 37 -0.38 0.65 -0.84 1.23 0.12 N
\ 38 C.34 0.73 0.60 0.13 1.27 .
39 0.19 0.09 0.32 0.08 0.08 :
| 40 0.21 0.64 0.28 1.13 0.12
\
§ >
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Item Parameter Estimates for the 2PL and M2ZPL Models
for the Two-Dimensional Simulated Item Response Data

Table 7(Continued)

""""""""

Aol A & A . e E 8 §_°

P

2PL M2PL

Item —_— — —
d a d a1 a2
41 0.19 0.76 0.28 0.22 1.19
42 -0.21 0.22 -0.39 0.16 0.23
43 0.02 0.78 -0.10 1.20 0.28
44 0.09 0.58 0.10 0.10 1.05
45 0.06 0.04 0.10 -0.03 0.14
46 -0.01 0.72 -0.18 1.43 0.06
47 0.24 0.57 0.45 -0.04 1.20
48 -0.22 0.26 -0.38 0.10 0.40
49 0.16 0.61 0.18 1.27 0.03
50 -0.12 1.02 -0.29 0.41 1.38
Mean -0.04 0.55 0.01 0.54 0.55
S.D. 0.33 0.26 0.58 0.53 0.52

Table 8

Intercorrelation Matrix for the True and Estimated Item
Parameters for the Two-Dimensional Simulated

Item Response Data

True 2PL M2PL
Variable
d a1 az d a d a1 a2
True d 1.00 0.03 0.03 0.98 0.01 0.99 0.04 -0.03
a, 1.00 -0.45 0.12 0.47 0.05 0.98 -0.48
a 1.00 0.01 0.53 0.01 -0.50 0.98
2PL d 1.00 0.07 0.99 0.12 -0.05
a 1.00 0.01 0.44 0.52
M2PL d 1.00 0.06 -0.05
a; 1.00 -0.53 ‘
a 1.00
S N AN e N N N S e o e
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Table 9 shows the descriptive statistics for the ability
estimate distributions obtained for the two models for the
two-dimensional simulation data. The statistics for the
M2PL estimates were quite similar to the true parameter
statistics, except that once again the standard deviation of
the M2PL estimates was inflated. The 2PL statistics were
much like the statistics for both dimensions of the true
parameters, except that the 2PL estimate distribution was
significantly leptokurtic (standard error for N=1000 is
0.155, z = 6.823, p < .01). This is probably due to an
increased nonconvergence rate. For examinees for whom an
ability estimate could not be obtained, the estimate was set
equal to -4.0 or 4.0.

Table 10 shows the intercorrelation matrix for the true
and estimated abilities for the two-dimensional simulation
data. The correlations between the true ability parameters
and the multidimensional estimates were .91 for both
dimensions. The unidimensional ability parameter estimates
had a correlation of .68 with the first set of true ability
parameters and .70 with the first set of estimates for the
M2PL model. The correlation between the unidimensional
estimates and the second set of true ability parameters was
.67, while a correlation of .73 was obtained for the
unidimensional estimates and the second set of ability
parameter estimates for the multidimensional model.

Table 9
Descriptive Statistics for the True and Estimated
Ability Distributions for the 2PL and M2PL Models for
the Two-Dimensional Simulated Item Response Data

True M2PL

Statistic 2PL

91 92 el 92
Mean 0.02 0.10 0.02 0.12 0.07
Median -0.01 0.08 0.01 0.16 0.10
S.D. 1.06 1.02 1.02 1.68 1.71
Skewness 0.15 0.12 -0.09 -0.02 -0.04
Kurtosis 1.06 0.08 0.20 0.00 -0.16




el B W N '_".'.'_‘_'_‘.-.-_?‘ .'. '.'. .'. 7_ Pd hnd '—'. .'_‘\"" H:"‘]'Y-“ EA Dok u.' -.' t" ‘_‘ ‘l‘“{“.' n.' -_' -_‘—'\_' -_' ." '.‘ ._' 4" PN -_' -,‘

] 3
ly -
o -18- y
. Table 10 !
Sa5 Intercorrelation Matrix for the True and Estimated 3
.f} Ability Parameters for the Two-Di ‘'snsional .
e Simulated Item Response Data 3
e
; True M2PL 1
N Variable 2PL — ——— ]
2494 0, 5, 8, 6, :
o b
RN 2PL 1.00 0.68 0.67 0.70 0.73 ;
True 81 1.00 0.04 0.91 0.11
* 8, 1.00 0.04 0.91 A
N M2PL 1.00 0.06 !
‘;:?1. 1
0, 1.00
vi:‘ p

o M.

-
e

Three-Dimensional Data Table 11 shows the item parameter

e estimates that were obtained for both models for the three- )
dimensional simulation data. The item parameter estimate
gi means and standard deviations are also shown. As can be

seen, the M2PL estimates once again have mucn higher
standard deviations than the 2PL estimates. The 2PL a-value
Yy standard deviation is extremely low. The M2PL a-value

s standard deviations are much closer to the true wvalues than
the 2PL value, although the 2PL a-value mean is closer to
the true value of 0.70 than the M2PL a-value means. Table

o

W

" 12 shows the intercorrelation matrix for the true and

" estimated item parameters for these data. Once again, the

;? estimates for the M2PL model had high correlations with the

B true parameters. The d-parameter estimate had a correlation
of .99 with the true d-parameter. The correlation of the

A% first a-parameter estimate with the true first a-parameter

29 was .98, as was the case for the second a-parameter. For

Y the third set of a-parameters the correlation was .99. For

ﬁ‘ the unidimensional version of the model, the correlation

Y between the d-parameter and the estimated d-parameter was
.99. The two sets of d-parameter estimates had a

%F correlation of .99. The correlations obtained between the

e unidimensional a-parameter estimates and the three sets of

h true a-parameters were .69,-.26, and -.27, respectively.

The corresponding correlations between the unidimensional a-
parameter estimates and the three sets of multidimensional
a-parameter estimates were .73, -.20, and -.27.
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Item Parameter Estimates for the 2PL and M2PL Models
for the Three-Dimensional Simulated Item Response Data

Table 11

2PL M2PL
Item
d a d a1 a2 a3
1 0.17 0.70 0.28 1.17 0.30 0.15
2 -0.12 0.53 -0.24 0.25 0.99 0.14
3 ~-0.54 0.55 -1.21 0.17 0.17 1.23
4 -0.29 0.66 -0.63 1.12 0.22 0.17
5 -0.01 0.56 -0.08 0.15 1.07 0.19
6 0.56 0.54 1.37 0.17 0.33 1.52
7 -0.19 0.52 -0.41 1.08 -0.03 0.11
8 -0.26 0.63 -0.61 0.27 1.35 0.21
9 0.17 0.61 0.35 0.23 0.04 1.34
10 -0.26 0.67 -0.62 1.36 -0.04 0.20
11 -0.10 0.54 -0.22 0.13 1.04 0.22
12 0.60 0.62 1.18 0.31 0.07 1.18
13 -0.33 0.65 -0.68 1.08 0.17 0.13
14 0.93 0.66 1.96 0.58 1.31 0.05
15 -0.54 0.63 -1.16 0.32 0.10 1.24
16 0.16 0.82 0.36 1.27 0.28 0.26
17 -0.10 C.67 -0.35 0.21 1.34 0.26
18 0.39 0.55 0.84 0.06 0.15 1.26
19 0.28 0.70 0.51 1.23 0.08 0.30
20 0.07 0.55 0.12 0.37 1.00 0.09
21 0.32 0.56 0.67 0.03 0.33 1.19
22 0.05 0.70 0.03 1.22 0.05 0.33
23 -0.19 0.63 -0.36 0.27 1.12 0.27
24 0.03 0.58 0.05 0.16 0.04 1.26
25 0.14 0.50 0.20 0.96 0.20 -0.02
26 -0.21 0.66 -0.49 0.23 1.40 0.23
27 -0.14 0.52 -0.31 0.05 0.15 1.27
28 0.22 0.76 0.43 1.32 0.31 0.00
29 -0.14 0.60 -0.36 0.26 1.24 0.21
30 -0.18 0.63 -0.44 0.27 0.09 1.27
31 0.92 0.77 1.73 1.21 0.38 0.00
32 ~0.46 0.40 -0.93 0.01 0.97 0.05
33 -0.22 0.62 -0.48 0.32 0.24 1.14
34 0.01 0.80 -0.02 1.42 0.30 0.06
35 0.22 0.58 0.46 0.20 1.19 0.21
36 -0.14 0.60 -0.38 0.28 0.14 1.21
37 -0.48 0.70 -1.04 1.23 0.19 0.31
38 0.20 0.46 0.36 -0.06 1.03 0.19
39 0.16 0.52 0.36 0.22 0.04 1.19
40 0.07 0.84 0.03 1.27 0.26 0.31
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; Table 11(Continued) J
L Item Parameter Estimates for the 2PL and M2PL Models R
2 for the Three-Dimensional Simulated Item Response Data .
o 3
N 2PL M2PL B
‘ d
Item q
o d a d ay a, aq |
8 g
gﬂ 41 0.14 0.56 0.26 0.19 1.07 0.20 -
B 42 -0.14 0.58 -0.25 0.08 0.21 1.46 N
43 -0.12 0.77 -0.30 1.10 0.23 0.35
5%, 44 0.03 0.59 -0.01 0.13 1.12 0.36
45 0.09 0.46 0.17 0.07 -0.01 1.27
To 46 -0.11 0.65 -0.30 1.30 0.10 0.08
JN a7 0.21 0.54 0.41 0.06 1.20 0.12
5 48 -0.08 0.65 -0.22 0.00 0.38 1.40
49 0.19 0.72 0.31 1.39 0.25 -0.01
3 50 -0.17 0.62 -0.32 0.12 1.15 0.29
o Mean -0.16 0.62 0.00 0.54 0.51 0.53
S.D 0.31 0.09 0.66 0.51 0.48 0.53
&
R Table 12
g% Intercorrelation Matrix for the True and Estimated
g Item Parameters for the Three-Dimensional Simulated
Item Response Data
X
3% True 2PL M2PL
‘i Var.
- d ay a, aq d a d aq a, aq
;ﬁ True d 1.00 0.03 0.03 -0.03 0.99 0.12 0.99 0.07 0.06 -0.07
qﬁ a, 1.00 -0.45 -0.51 0.02 0.69 -0.01 0.98 -0.43 -0.54
B a, 1.00 -0.50 0.00 -0.26 0.00 -0.47 0.98 -0.45
a, 1.00 -0.02 -0.27 0.04 -0.48 -0.52 0.99
S 2PL d 1.00 0.13 0.99 0.06 0.03 -0.02
N a 1.00 0.09 0.73 -0.20 -0.27
e M2PL d 1.00 0.03 0.03 0.00
o a, 1.00 ~-0.43 -0.52
a, 1.00 -0.47
a, 1.00
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Table 13 shows the descriptive statistics for the ability
estimate distributions for both models for the three-
dimensional simulation data The M2PL statistics are
similar to the true statistics, except that the M2PL
standard deviations are higher. Also, the M2PL dimension 1
kurtosis is significant (standard error=0.155, z = 2.860, p
< .01), while the true value is not significant. The 2PL
kurtosis is also significant ( z = 5.706, p < .01), as is
the 2PL skewness (standard error is 0.077, z = 4.699, p <«
.01). Again, the skewness and kurtosis of the ability
estimate distributions are probably a reflection of
nonconvergence.
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Table 14 shows the 1ntercorrelation matrix for the true
and estimated ability parameters for the three-dimensional
simulation data. The correlations between the three sets of
ability parameter estimates for the M2PL model and the three
sets of true abjlity parameters were .91, .90, and .90. The
correlations obtained between the unidimensional ability
parameter estimates and the three sets of true ability
parameters were .57, .49, and .45. The corresponding
correlations for the multidimensional estimates and the
unidimensional estimates were .59, .48, and .48.

Table 13
Descriptive Statistics for the True and Estimated
Ability Distributions for the 2PL and M2PL Models for
the Three-Dimensional Simulated Item Response Data

True M2PL
Statistic 2PL
91 82 83 81 62 63

Mean 0.03 -0.01 0.00 0.05 0.06 0.02 0.01
Median -0.01 0.02 0.01 0.03 0.01 0.08 -0.03
S.D. 1.07 0.98 0.99 1.02 1.47 1.59 1.64
Skewness 0.36 -0.05 0.01 0.07 0.07 -0.07 0.08
Kurtosis 0.88 0.10 -0.10 0.02 0.44 0.19 -0.07
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( Table 14
A Intercorrelation Matrix for the True and Estimated
2 Ability Parameters for the Three-Dimensional
I Simulated Item Response Data
*"n
\'Q —— — — —— = = —
« True M2PL
S Variable 2PL -
s % %2 %3 87 % 8
fﬁ“ 2PL 1.00 0.57 0.49 0.45 0.59 0.48 0.48
True 81 1.00 0.05 -0.03 0.91 0.05 0.00
R 5, 1.00 -0.02 0.06 0.90 -C.01
0, 1.00 0.02 -0.01 0.90
o M2PL Bl 1.00 0.01 o0.01
’ 6, 1.00 -0.06
o 8y 1.00
s‘:
)
Y
e Overall Performance on Simulation Data The final analysis
\? that was performed on the simulation data was an analysis of
N variance performed on the MAD statistics. Table 15 shows
vj the mean MAD statistics that were computed for both models
ke la for the simulation data. The standard deviations for these
. statistics are also shown. The dimensionality of the data
'54 and the model used were independent variables, with model as
ﬁ? a repeated measures factor. The analysis of variance
j performed on these data yielded the results shown in Table
% 16.
2
N Table 15
f:ﬁ Descriptive Statistics for MAD Statistics Obtained
B for the Simulation Datasets
— No. of
ra Statistic 2PL M2PL
A Dimensions
o
"'.'
o] 1 Mean 0.43 0.41
S.D. 0.06 0.08
’ 2 Mean 0.43 0.36
S.D. 0.04 0.07
x| 3 Mean 0.43 0.31
A S.D. 0.02 0.03
A
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Table 16
Two-Way Analysis of Variance on Mean Absolute Differences
with Dimensionality of Data and Model as Independent Measures
with Repeated Measures over Model

Source SS df MS F p
Dimensionality 0.136 2 0.068 13.390 0.000
Error 0.749 147 0.005

Model 0.390 1 0.390 1223.040 0.000
Model x Dim. 0.098 2 0.049 154.220 0.000
Error 0.047 147 0.000

As can be seen, all of the effects were found to be
significant. The test for the significance of the
dimensionality effect yielded an F = 13.39, p < .01l.
Analysis of the cell means indicates that the models yielded
lower mean MAD statistics as the dimensionality of the data
increased. The test for the significance of the
dimensionality by model interaction yielded an F = 154.22, p
< .01. A look at the cell means, reported at the bottom of
Table 15, reveals that the mean MAD statistics decreased at
a much faster rate for the M2PL model than for the 2PL
model. As the dimensionality of the data increased, then,
the advantage gained by use of the multidimensional model
increased.

The test for the model effect yielded an F = 1223.0%4, p <
.01, indicating that across the three sets of response data
the MZPL model yielded significantly lower mean MAD
statistics. Paired t - tests were performed on these data
to compare the mean MAD statistics yielded by the two models
for each level of dimensionality. These t - tests yielded a
t = 10.64, p < .01 for the unidimensional data, t = 14.36, p
< .01 for the two-dimensional data, and t = 46.30, p < .01
for the three-dimensional data. Regardless of the
dimensionality of the data, the M2PL model fit the data
better than the 2ZPL model.

Real Data Analyses

Factor Analyses The results of the principal components

analysis of phi coefficients for the three real data
datasets are summarized in Table 17. For the two- and
three-subtest data the factor loadings shown are from a
varimax rotation of the principal components solution. The
first two eigenvalues from the principal components analysis
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of the one-subtest data are 4.22 and 1.78.

eigenvalues from the principal components analysis of the

two-subtest data are 3.78,

subtest data the first four eigenvalues are 3.84, 2.72,

1.64, and 1.29.

2.27,

Table 17
Factor Loadings Obtained for the One-,

and 1.24.

Two-, and Three-
Subtest Real Item Response Data

------

The first three

For the three-

PPN

N L]

One Two Three
Item Factor Factor Factor
I 11 11 111
1 0.16 0.57 -0.03 0.56 0.03 -0.07
2 0.15 0.59 0.04 0.60 0.08 0.01
3 0.16 0.37 0.12 0.45 0.17 0.05
4 0.36 0.46 0.16 0.40 0.06 0.00
5 0.25 0.33 0.10 0.58 0.05 0.06
6 0.13 0.36 0.03 0.48 0.05 0.00
7 0.20 0.42 0.02 0.52 0.10 0.07
8 0.24 0.56 0.02 0.48 -0.02 -0.01
9 0.28 0.32 0.08 0.66 -0.02 0.06
10 0.25 0.48 0.01 0.68 -0.02 0.03
11 0.52 0.53 0.08 0.07 0.46 0.05
12 0.32 0.47 -0.06 0.01 0.36 0.07
13 0.29 0.26 0.22 -0.10 0.30 0.10
14 0.55 0.61 -0.00 0.00 0.34 -0.03
15 0.39 0.64 -0.03 -0.01 0.14 0.80
16 0.34 0.11 0.47 0.11 0.21 0.26
17 0.22 0.03 0.38 0.03 0.52 0.14
18 0.49 0.06 0.25 0.07 0.36 0.09 1
19 0.36 0.01 0.28 -0.03 0.50 0.05 1
20 0.37 0.09 0.37 0.07 0.35 0.05
21 0.40 0.02 0.35 0.19 0.43 0.00
22 0.51 0.00 0.43 0.06 0.42 0.11 ‘
23 0.35 0.12 0.34 0.07 0.28 0.05
24 0.33 0.06 0.61 -0.07 0.43 0.10
25 0.46 0.15 0.36 0.04 0.46 -0.04 y
26 0.50 0.09 0.24 -0.00 0.10 0.78
27 0.40 0.07 0.46 0.15 0.39 0.19
28 0.34 0.05 0.27 0.08 0.23 0.29 ]
29 0.54 0.02 0.49 0.04 0.44 0.01 {
30 0.57 0.10 0.33 -0.01 0.08 0.83 )

Note. For the two~ and three-subtest data loadings are from
a varimax rotated principal components solution.
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As can be seen from the results of the factor analyses,
the one-subtest data do at least approximate
unidimensionality, even though some of the items did appear
to load on specific factors. The first principal component
is not a particularly large one, but it does seem to be
dominant, as reflected by the smallness of the second
component. The two-subtest data do not approximate
unidimensionality. Rather, they seem to have two main
components. This is a reasonable reflection of the subtest
structure of these data. The factor loadings shown in Table
17 for the two-subtest data give an accurate picture of the
subtest structure of the data, with the first 15 items
having higher loadings on the first factor and the last 15
items having higher loadings on the second factor. The
first 15 items were taken from the spelling test, and the
last 15 were taken from the grammar test.
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The three-subtest data results are not as clear. The
first ten items were from the spelling test, the second ten
were from the grammar test, and the last ten were from the
punctuation test. From the results of the factor analysis
it can be seen that the spelling items loaded on the first
factor, and all of the second ten items except Item 15
loaded on the second factor. However, the last ten items,
which were the punctuation items, tended to locad on the
second factor with the grammar items. This tendency is
reflected in the smallness of the third eigenvalue from the
principal components analysis. Only items 15, 26 and 30 had
high loadings on the third factor. Thus, while the
construction of the one- and two~-subtest tests was
successful, less success was achieved in constructing a
three-subtest test.

One-Subtest Data The item parameter estimates that were
obtained for the one-subtest data for both the 2PL and the
M2PL models are shown in Table 18, along with their means
and standard deviations. The two sets of d-values had
similar standard deviations, but the 2PL model mean d-value
was somewhat higher. The M2PL a-values had a higher mean
and standard deviation than the 2PL a-values. Table 19
shows the intercorrelation matrix for the estimated item
parameters for these data. The correlation of the two sets
of d-parameters estimates was .93, and the correlation of
the two sets of a-parameter estimates was .92.
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Ui Table 18

s Item Parameter Estimates for the 2PL and M2PL
:3: Models for the One-Subtest Real Item Response Data
UK

:;; 2PL M2PL

Item N

‘-

o 1 1.71 0.38 2.14 0.68
VAN 2 0.12 0.26 -0.04 0.22

= 3 0.31 0.28 0.24 0.25
., 4 2.10 0.87 1.86 1.03
AR 5 0.58 0.55 0.42 0.29
e 6 0.51 0.23 0.56 0.30
“ii 7 -0.10 0.37 -0.55 0.38
:{b 8 0.23 0.51 -0.03 0.24

X 9 2.09 0.69 2.16 0.91

s 10 0.69 0.54 0.49 0.44
Ny 11 3.49 1.40 2.71 1.76
‘. 12 1.03 0.56 0.77 0.79
199% 13 0.08 0.47 -0.59 0.74
e 14 2.14 1.26 1.37 2.04

. 15 1.04 0.70 0.46 1.01

» 16 0.54 0.59 -0.12 0.90
N 17 0.02 0.30 -0.46 0.51
%Y 18 1.03 1.09 0.16 1.49
e 19 1.16 0.69 0.69 1.01
28L 20 1.46 0.71 1.12 1.01
o 21 1.66 0.70 1.28 1.24

; 22 2.24 1.14 1.43 1.41
‘4\ 23 0.72 0.56 0.09 1.01

X8| 24 1.28 0.67 1.02 0.80

}3 25 2.30 1.07 1.69 1.35

A 26 1.40 0.97 0.48 1.32

i 27 2.78 0.90 2.80 1.42

- 28 -0.08 0.66 -1.08 0.94
SN 29 2.70 1.26 1.83 1.65

L 30 2.66 1.45 1.44 1.69
A Mean 1.26 0.73 0.81 0.96

d sS.D 0.98 0.34 0.99 0.50
kI
B3
A3
By Table 20 shows the descriptive statistics for the ability

estimate distributions for both models for the one-subtest

e data. The two distributions appear to be quite similar.
{ N The two sets of ability estimates had a correlation of .86.
Lo
N
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Table 19 .
Intercorrelation Matrix for the Estimated Item o
Parameters for the 2PL and M2PL Models for the L
One-Subtest Real Item Response Data o
2PL M2PL —
Variable - }?
d a d a "4
-
. '_"‘
2PL d 1.00 0.82 0.93 0.80 S
a 1.00 0.57 0.92 e
M2PL d 1.00 0.56 £
a 1.00 o
Table 20 ?%
Descriptive Statistics for the Ability Estimate L
Distributions for the 2PL and M2PL Models for the o
One-Subtest Real Item Response Data N
Statistic 2PL M2PL o
Ry
Mean 0.08 0.11 S
Median -0.08 -0.13 Qa
S.D. 1.18 1.19 RO
Skewness 0.82 1.06 e
Kurtosis 1.89 2.04 =

Il
L
[y

PR
"l"‘
DO |

Two-Subtest Data Table 21 shows the item parameter n
estimates that were obtained for the two models for the two- T
subtest real data, along with their means and standard -
deviations. The two sets of d-values are similar, though
the 2PL mean is slightly higher and its standard deviation a
little lower. The 2PL a-value mean was similar to the mean
for the dimension 1 a-values for the M2PL model, while the
standard deviation was more like the standard deviation for
dimension 2 of the M2PL model. Dimension 2 of the M2PL L
model had a lower mean and standard deviation than dimension
1.
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Table 22 shows the intercorrelation matrix for the two 95
sets of item parameter estimates for these data. The .
correlation of the two sets of d-parameter estimates was X
.96. The correlation of the unidimensional a-parameter 'Q%
estimates with the multidimensional a-parameter estimates 7
was .87 for the first dimension and -.40 for the second el
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Table 21
Item Parameter Estimates for the 2PL and M2PL Models
for the Two-Subtest Real Item Response Data

2PL M2PL

N
Qﬁ Item
3 d a d a; a,
X 1 3.49 1.42 3.17 1.42 0.12
" 2 2.05 1.16 1.45 1.36 0.20
3 3 0.99 0.59 0.66 0.79  0.28
. 4 0.89 0.83 0.22 0.93  0.20
R 5 1.08 0.54 0.97 0.66 0.17
6 1.36 0.56 1.40 0.78 0.16
<3 7 1.60 0.63 1.59 0.97 0.21
3 8 2.17 1.08 1.80 1.26 0.17 1
% 9 0.67 0.42 0.43 0.65 0.17 -]
b 10 2.13 0.91 2.05 1.00 0.16 N
P 11 1.37 0.93 0.80 1.11  0.14 2
12 2.78 0.92 3.22 1.13 -0.08 -
13 ~0.07 0.48 -0.94 0.69 0.41 5
') 14 2.72 1.28 2.27 1.39 0.23 ]
s 15 2.32 1.13 2.04 1.57 0.01 3
;';3 16 1.15 0.79 1.12 0.47 0.89 .
For 17 -1.20 0.50 -2.68 0.33 0.85
18 0.22 0.31 -0.06 0.20 0.41
X 19 1.09 0.32 1.44 0.02 0.57
ﬁ 20 0.32 0.28 0.33 -0.22 0.51
b 21 1.35 0.49 1.58 0.10 0.73
o 22 0.18 0.42 -0.30 0.09 0.78
5 23 0.76 0.52 0.50  0.31 0.55
: 24 ~-0.07 0.87 -0.85 0.26 1.28
! 25 ~-0.05 0.18 -0.30 -0.26 0.61
: 26 0.96 0.43 1.04 0.22 0.32
W 27 -0.02 0.53 -0.79 0.25 0.73
0 28 0.53 0.30 0.40 0.20 0.47
2 29 -0.65 0.60 -1.66 0.07 0.80
N 30 1.13 0.54 1.11 0.26 0.55
Mean 1.04 0.67 0.73 0.60 0.42
3 S.D 1.06 32 1.32 0.52 0.31
5
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{ Table 22
- Intercorrelation Matrix for Estimated Item .
N Parameters for the 2PL and M2PL Models for the N
- Two~Subtest Real Item Response Data g
A
> . .
: 2PL M2PL
A8 Variable
.ﬁ q a d ay a, :
X "]
" 2PL d 1.00 0.74 0.96 0.77 =-0.70 N
a 1.00 0.55 0.87 -0.40 K3
‘ M2PL d 1.00 0.61 -0.67 o
ot a; 1.00 -0.72 -
) a. 1.00 -
< < N
8 ‘ '\
Py .
‘\
2‘ Table 23 shows the ability estimate distribution h
) descriptive statistics for both models for the two-subtest N
R real data. The 2PL distribution is similar to the .
distribution of M2PL ability estimates on dimension 2, >
although it was less leptokurtic. The dimension 1 M2PL -
estimates had a greater standard deviation, were more -
skewed, and were less leptokurtic than the dimension 2 or -
7 2PL estimates. -
N Table 24 shows the intercorrelation matrix for the -
j estimated ability parameters for the two-subtest real data. -,
% The correlation of the 2PL ability parameter estimates with -
W the M2PL ability parameter estimates was .53 for the first ~)
; dimension and .67 for the second dimension. o
& Table 23 5
g Descriptive Statistics for Ability Estimate >
§ Distributions for the 2PL and M2PL Models for the N
% Two-Subtest Real Item Response Data o
¥ ..:
M2PL *
‘« LS !
N Statistic 2PL ~3
v ] ;] >
1 2 [
-~
~
Mean 0.05 0.40 0.08
Median -0.08 0.10 0.02 )
S.D. 1.10 1.60 1.21 -
Skewness 0.58 0.80 0.50
Kurtosis 1.09 0.67 1.83
RRRMMAFANG > MR SV NN N, En - o> o P N N AR AIN NN C NN
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Table 24
Intercorrelation Matrix for the True and Estimated
Ability Parameters for the Two-Subtest Real
Item Response Data

Variable 2PL S
8, %,
2PL 1.00 0.53 0.67
M2PL 91 1.00 -0.12
92 1.00

Three-Subtest Data Table 25 shows the unidimensional and
multidimensional item parameter estimates that were obtained
for the three-subtest real item response data, along with
their means and standard deviations. The 2PL d-values had a
higher mean and a lower standard deviation than the M2PL d-
values. The 2PL a-values had a higher mean and a lower
standard deviation than dimensions 1 and 3 of the M2PL
model. The 2PL a-value standard deviation was about the
same as the M2PL dimension 2 a-value standard deviation.
Table 26 shows the intercorrelation matrix for the two sets
of item parameter estimates for these data. The two sets of
d-parameter estimates had a correlation of .99. The
correlation between the unidimensional a-parameter estimates
and the multidimensional a-parameter estimates was .70 for
the first dimension , ~.38 for the second dimension, and .04
for the third.

Table 27 shows the descriptive statistics for the ability
estimate distributions for both models for the three-subtest
real data. The 2PL distribution is similar to the dimension
2 distribution for the M2PL model, although the 2PL standard
deviation is somewhat smaller. The dimension 1 and 3 M2PL
distributions have much higher standard deviations and are
less skewed and leptokurtic. In addition, the dimension 1
mean is much higher.
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) Table 25 ‘
2 Item Parameter Estimates for the 2PL and M2PL Models -
'-: for the Three-Subtest Real Item Response Data f:_
g 2PL M2PL -
Item —- ;
: d a d aq a, aj
1 3.08 1.21 3.28 1.13 0.42 -0.09
2 1.78 0.88 1.60 .18 0.23 -0.05
3 0.78 0.59 0.62 0.99 0.32 0.01
. 4 1.48 0.48 1.71 0.80 0.30 0.07 Ky
: 5 2.02 0.95 1.87 1.11 0.25 0.11 >
% 6 1.99 0.79 2.16 0.87 0.21 0.02 X
3¢ 7 1.22 0.71 0.92 0.96 0.16 0.09 -
N 8 2.61 0.81 3.27 1.03 0.09 -0.06 X
9 2.51 1.14 2.44 1.33 0.20 0.22
2 10 2.05 0.89 2.16 1.42 0.12 0.13 =
:é 11 1.11 0.75 1.07 0.34 0.95 0.24 x
o 12 -1.21 0.41 -2.65 0.11 0.66 0.35 :
b 13 0.31 0.28 0.27 -0.21 0.38 0.29 R
o 14 1.32 0.46 1.60 0.06 0.63 0.08 g
15 0.19 0.76 -0.70 0.01 0.51 2.00
16 0.75 0.53 0.49 0.29 0.40 0.34 &
N 17 -0.10 0.69 -1.03 0.14 0.79 0.32 iy
5 18 -0.05 0.40 -0.68 0.19 0.48 0.20 -
2 19 -0.67 0.53 -1.64 -0.13 0.74 0.16 e
3 20 1.13 0.57 1.06 0.19 0.64 0.10 .
i 21 0.14 0.59 -0.62 0.46 0.61 0.06 :
22 0.29 0.53 -0.08 0.21 0.80 0.27 -
23 1.63 0.63 1.78 0.26 0.56 0.22 <
: 24 0.01 0.41 -0.45 -0.15 0.60 0.18 o
0 25 1.38 0.68 1.38 0.10 0.83 0.02 w
! 26 0.40 0.70 -0.03 -0.02 C.33 1.66 bt
- 27 0.73 0.77 0.42 0.44 0.69 0.33 -
28 0.67 0.53 0.41 0.14 0.34 0.42 .
3 29 0.86 0.56 0.61 0.17 0.79 0.17 %
s 30 0.63 0.80 0.46 -0.02 0.2 2.05 ™
3. )
S o 2
: Mean 0.97 0.67 C.72 0.45 0.48  0.33 i
S.D. 0.98 0.21 1.37 0.49 0.26 0.55 &
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‘ Table 26
~ Intercorrelation Matrix for the Estimated Item
“; Parameters for the 2PL and M2PL Models for the
{: Three-Subtest Real Item Response Data
= e
-1
2PL M2PL
3 Variable
..,J
3 d a d a, a, 3
< _
D 2PL d 1.00 0.73 0.99 0.76 -0.52 -0.32
a 1.00 0.62 0.70 -0.38 0.04
vl M2PL d 1.00 0.69 -0.50 -0.33
gy a 1.00 -0.64 -0.42
- 1
§% a, .00 -0.05
N a, 1.00
3
W
)
Ny
&; Table 28 shows the intercorrelation matrix for the
estimated ability parameters for the three-subtest real
8 data. The unidimensional ability parameter estimates had a
_:; correlation of .33 with the first dimension of the
Sj multidimensional ability parameter estimates, .53 with the
N second dimension, and .47 with the third.
X Table 27
g} Descriptive Statistics for the Ability Estimate
59 Distributions for the 2PL and M2PL Models for the
S$ Three-Subtest Real Response Data
. ‘)
-7 M2PL
o Statistic 2PL
3 ® %2 %
e
= Mean 0.12 0.61 0.31 0.24
| Median -0.04 0.26 0.09 0.09
w S.D. 1.18 1.79 1.48 1.98
L Skewness 0.86 0.64 0.90 0.10
N Kurtosis 1.12 -0.07 1.03 0.32
\:“‘
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Table 28
Intercorrelation Matrix for the True and Estimated
Ability Parameters for the Two-Subtest Real
Item Response Data

LN

et e

M2PL

N Variable 2PL

3 ® 8, 84

M

¥

» 2PL 1.00 0.33 0.53 0.47
M2PL 8, 1.00 -0.11 0.11

i 8 1.00 -0.25

¢ 2

; 93 1.00

Overall Performance on Real Data Table 29 shows the means
and standard deviations of the MAD statistics that were
computed for the real data. Table 30 summarizes a two-way
analysis of variance that was performed on the MAD
statistics computed for the three sets of real data. The
number of subtests and the model used were the independent
variables. Model was treated as a repeated measures
variable.

Table 29
Descriptive Statistics for MAD Statistics Obtained
for the Real Datasets

No. of
Statistic 2PL M2PL

Subtests
1 Mean 0.30 0.34
S.D. 0.14 0.12
2 Mean 0.31 0.29
S.D. 0.12 0.11
3 Mean 0.31 0.28
S.D. 0.12 0.11
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. Table 30 ;T
. Two-Way Analysis of Variance on Mean Absolute Differences .
< with Number of Subtests and Model as Independent Measures —
with Repeated Measures over Model -
-&] S
Source SS df MS F P r?
f No. of Subtests 0.036 2 0.018 0.670 0.516 fj
- Error 2.355 87 0.027 e
A Model 0.007 1 0.007 7.730 0.007 e
- Model x Subtests 0.066 2 0.033 37.250 0.000 T
Error 0.077 87 0.001 ;

e AR

As can be seen in Table 30, the number of subtests effect

oy was not significant. However, the model effect was
‘ significant( F = 7.73, p < .01), as was the model by number
of subtests 1nteract10n( F =37.25, p < .01). Paired t -
tests performed for each level of subtest structure yielded
at=>5.10, p < .01 for the one-subtest data, t = 3.62, p <
.01 for the two-subtest data, and t = 5.96, p < .01 for the
three~-subtest data. It can be seen from the cell means
shown in Table 29 that the 2PL model yielded a lower mean
MAD statistic for the one-subtest data, while the M2ZPL model
yielded lower mean MAD statistics for the two- and three-
subtest data. Over all datasets, the M2PL model
outperformed the 2PL model, although the estimation
procedure used for the 2Z2PL model seemed to perform better on
the real data than did the estimation procedure for the M2PL
model, as was reflected in the results of the analyses of
the one-subtest data. The advantage of using the M2PL model
became evident when two-subtest data were analyzed, and the
advantage increased as the number of subtests increased.

N
X

H Discussion

- ad

The purpose of this study was to investigate the
feasibility of a multidimensional latent trait model.
Several research questions were of interest. First, it was
necessary to determine whether the parameters of the M2PL
model could be accurately estimated. No model is useful if
the parameters of the model cannot be accurately estimated.

e
2 b b &

A second research question addressed by this study is
4y whether a multidimensional latent trait model more
a3 adequately models multidimensional item response data than
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does a unidimensional model. If it does not, then it is not
useful even if the parameters of the model can be estimated.

This research was divided into two parts: one part based
on simulation data, and one part based on real data. The
simulation part of the research was designed to determine
whether the M2PL mecdel could be used to model
multidimensional item response data, whether the model
parameters could be successfully estimated, and whether the
model would fit multidimensional simulation data more
adequately than the unidimensional version of the model.

The real data part of the study was designed to determine
whether the M2ZPL model would yield satisfactory results when
applied to real data. The results of the simulation part of
the study will be discussed first, and then a discussion of
the real data part of the study will be presented.

Simulation Data Analyses

Factor Analysis Results The results of the factor
analyses of the simulation data indicated that the attempt
to generate multidimensional item response data was
successful. There was a clear correspondence between the
number of dimensions of the model parameters used to
generate the data and the dimensionality of the data as
indicated by the factor analyses. In addition, there was a
clear relationship between the item discrimination
parameters and the factor loadings obtained from the
principal components analysis of phi coefficients. Thus,
not only was the generation of the data successful, but
evidence was obtained for the wvalidity of the M2PL model.

One-Dimensional Data In the one-dimensional case the 2PL
and M2PL models were essentially the same model. The M2PL
model was just a reformulation of the 2PL model. Therefore,
any differences found between the two models in the
unidimensional case are probably due to differences in the
estimation procedures used for the two models.

Even if the two estimation procedures yielded egqual
guality estimates, some differences might appear in the mean
absolute differences for the two models. The M2PL procedure
tends to yield estimates having greater variance than the
estimates yielded by the 2PL procedure. More extreme
estimates tend to yield predicted probabilities of responses
that are more extreme (closer to 0 or 1), thus reducing the
deviations between the item responses and predicted
probabilities. It is unclear at this point whether there
are inherent advantages in using one estimation procedure or
the other. Any differences that do occur due to differences
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{ in the estimation procedures will be evident in the results
o of the analyses of the unidimensional data, since for this
! case the two models are the same. Any differences found

o between the two models for the unidimensional case will

}{ serve as a baseline for evaluating the results of the

' analyses of multidimensional data.

5 The results of the analyses of the one-dimensional

#Q simulation data indicate that the the M2PL model perfcrmed
) slightly better than the ZPL model. The correlations of the
; true and estimated parameters were not significantly

" different for the two models, but the analyses of the mean

absolute differences computed for the two models indicated
. that the goodness of fit of the M2PL model to the data was
significantly better than the fit for the 2FL model.
Although the parameter estimates were guite similar for the
two models, the M2PL model estimation procedure yielded
A better fit to the data than the unidimensional estimation
procedure did. The differences in mean absolute differences

for the one-dimensional data serves as a baseline for
4 evaluating the results of the analyses of the two- and
AN three-dimensional data. If there is any advantage to using
‘} a multidimensional model, the difference between the mean
A absolute differences for the two models must be greater for
the two- and three-dimensional data than for the
lui unidimensional data.
$§ Two-Dimensional Data The results of the analyses of the
>, two-dimensional simulation data indicate that there is some
;b advantage to using the M2PL model. The correlations of the

estimated and true parameters for the M2PL model indica*e
_ that for two-dimensional simulation data the parameters of
y the model can be accurately estimated. The mean absolute
differences analyses indicate that the MZPL model yields
significantly better goodress of fit to the two-dimensional
data than the unidimensional model. It is unclear how much
of the difference between the two models is due to
differences in the estimation procedures, but the results of
the analyses of the unidimensional data indicate that at
least part of the difference is due to differences 1in the
estimation procedures for the two models.

= Three-Dimensional Data As was the case for the two-

dimensional data, for the three-dimensional data the M2PL

o

N7 model yielded parameter estimates that were highly

Y correlated with the true parameters. From these results it
xj appears that even with higher dimensionality the parameters
:f of the M2PL model can be accurately estimated. The mean

a2 absolute differences analyses indicate that the MZPL model
G yields better fit to the three-dimensional data than the 2PL
}
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model. Again, at least part of the difference between the _7

two models is due to differences in the estimation

procedures. 1
3
d
|

Overall Performance on Simulation Data It is clear that "
using the M2PL model for the multidimensional simulation 4
data yields much better fit of the model to the data than -1

y

could be obtained using the unidimensional model. For the
unidimensional case there is very little difference between
the two models, but as the dimensionality of the data
increases so do the advantages of using the MZPL model
model. Of course, these conclusions are based on the
analysis of simulation data generated to fit the MZPL model.
Any final conclusions regarding the value of using the M2ZPL
model must be based not only on the results of simulation
data analyses, but also on the results of real data <.
analyses. -

Real Data Analyses

Factor Analysis Results The results of the factor -
analyses performed on the real data indicate that the T
attempt to construct realistic multidimensional data was o
successful. The one-subtest data had one dominant factor, e
and the two-subtest data had two roughly equal factors. The el
three-subtest data had two large factors and a third smaller )
factor. Thus, with the exception of the smallness of the -
third factor of the three-subtest data, the factor structure G
of the real data closely paralleled the subtest struciure of Y
the data. e

w?.

One-Subtest Data For the one-subtest real data the fit of ..
the 2PL model to the data was better than the fit of the W
M2PL model. The estimation procedure used for the 2PL model o
appears to be more robust to violations of the assumptions ji
of the model that are found in real data than is the case g
for the estimation procedure used for the M2PL model. e

Two-Subtest Data The results of the analyses of the two- j&
subtest data indicate that the fit of the M2PL model to I
these data was significantly better than the fit of the 2PL =
model. Thus, the advantages of using a multidimensional N
model with multidimensional real data are sufficient to o
overcome any advantage the 2PL model may have had on the v
basis of the estimation piocedures. };

Three-Subtest Data The results of the analyses of the 0N
three-subtest data were consistent with the results of the i
two~-subtest data analyses. The fit of the M2PL model to the Py
three-subtest data was better than the fit of the 2PL model haosn
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to the data. This is consistent with the results of the
simulation data analyses.

Overall Performance on Real Data The analyses of the one-
subtest data indicate that the estimation procedure used for
the 2PL model may be somewhat better than the procedure used
for the MZPL model when applied to real data. However,
whatever disadvantage the M2PL model may have had due to the
estimation procedure was overcome when the models were
applied to multidimensional data. As the number of subtests
in the real data increased, the difference in the fit of the
two models to the data also increased.

Summary and Conclusions

The primary objective of the present research was to
investigate the feasibility of a multidimensional latent
trait model. The motivation behind this research was a
desire to determine whether the great benefits realized
through the use of unidimensional latent trait models could
also be realized with a multidimensional model. A two-
parameter logistic latent trait model and its
multidimensional extension were selected for this research.

The design of the study employed two stages. The first
stage consisted of generating simulation data to fit the
multidimensional extension of the two-parameter logistic
(M2PL) model, applying the model to the data, and comparing
the resulting estimates with the known parameters. The
unidimensional two-parameter logistic (2PL) model was also
applied to these data. In addition to comparing the
estimated parameters with the true parameters, the fit of
the 2PL and M2PL models to the data were compared. The
second stage of the study employed real response data.

Items were selected from various subtests of a larger test
that had been administered to a large sample in such a way
as to simulate shorter tests with varying numbers of
subtests. The 2PL and M2PL models were applied to these
data, and the resulting estimates were used to evaluate the
fit of the models to the data. The fit of the two models to
the data were then compared to determine whether the M2PL
model more adequately modeled the real data than did the 2PL
model.

The results of the analysis of the simulation data
indicated that the parameters of the M2PL model could be
accurately estimated. The results of the goodness of fit
analyses indicated that the M2PL model could more adequately
model simulated multidimensional response data than did the
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2PL model. The increase in dimensionality of the simulation
data did not greatly reduce the accuracy with which the
parameters of the M2PL model could be estimated.

The results of the analysis of the real test data
indicated that the M2PL model also more adequately modeled
multidimensional real data than did the 2PL model. The use
of a M2PL model latent trait model does seem to be feasible,
and the advantages gained by using such models seem to be
great enough to warrant further research into this area.
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Dr. Susan Chipain

Learning 1ni Daveloparnt
Nittoal Inscitur: of Elucation
1209 19th Screc NW
Wishingtan, D7 20293

Or. Vorn W, Urry

P:esann:l RS Tentor
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1 Dr. Jaaes Alginny
Univeorgiety of Florida
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1459 Tap atiavg
NEN1ATK

Tl Psyehalaried) Resogreh 'Init
N#I~1-%% Artns Libeyri{an
NarcthSyarn s gy .

Turn v ACT 269)
AUSTRALTA

1 Dro Isaar Refgr
Fturaednnal Testing Sorvie
Princaton, NI 0345

I Dre, Monuacrhy Bireah jom
Sohaal of Fda-aing
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1 Dr. R. Darrell B0k
Department of Fluearton
Universlty of Cnteaan
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Dr. Paul Hors:
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Private Sactor

1 Dr. Dourlas H. Jones
Advinced Statistical Tachaolnzies
Corparation
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Laweencoville, NJ 08148

I Profssar John A, Keats
Depaetmni of Psychalnry
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1 Dr. Willlan Knch
University of Treas-Austin

Mrigurem'nt and FEvaluation Conror
Aastin, TX 797n3

| Dr. Alan Lesgnld
Larning RAD Jonter
Unfvr rsity of Pltrshareh
1919 I'Hary Srreag
Plrecabargh, Py 15299

¥ Dr. Michael LAvine
D 'partment of Fdurational Paycholnay
210 ¥4u~1tion Rlda.
University of Tllinoly
Carmpaten, L A9

I Or. Charles Lowis
Faculteit Sociale Yrtenschappon
Rf fksuniversitait Groning'n
Nyde Boterinasgterare 273
971262 Grontngen
Y:th~rlanis

1 Dr. Raohort Linn
Cnllege of Fducatfon
University of Tllinnis
Jrehana, IL 61891

I Mr. Phillip Livingston

Systems and Apnl{od Sclenc:s Corparatio

6311 K nilworth Avenue
Rivecdale, MD 20840

! Dr. Rnohert Loackman
Canter for Nival Analysis
200 Norzh B~juregari St.
Alexandria, VA 22111
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Dr. Fred-ric M. Lord
Edu~ational Testing S-rvice
Prina~toa, NI 08541

Pr. Jam-~s Lumnsiern

Departmont of Psychalnay

Unltv rsity »f Wisrorn Auserati{a
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Nr. Gary Marcon

Stoap V1-F

FAuratlonsl Testine Soryf e
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NDr. S-otr “lixw-l1i
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Laynl University of Chteaco
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1)) Narth Washington
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Private Sactor

{ Dr. Hirctharan Swininathin
Laboratory of Psychamatric and
FEvaluiwtion Resaarch
S~hool of Educattion
Uafversity of Missachusetts
Amherst, M\ 010Y)

1 Dr. K{kuni Tatsunka
Comnputer Baged Fducarion Rrg-~areh Lab
292 Farin~arina Rosegrch Laibaratary
Urbana, 1L AR

1 Dr. Murice Taitguak
22N BAuy-ation 8ide
1310 S. Sixch St
Champlgn, 1L 51820

1 Dr. David Thissen
D:prrtment of Pay~hnlouy
Univoraity of Xainaas
Lawrenes . KS 4744

1 Dr. Rohzart Tsutak v
D partmsnt nf Statis-ics
Uafversity of Missourt
Cnoluabli, MO A5201

I Pr. J. Unlan-~rc
thlainer Consultants
4258 %ovavita Drive
Encinn, C\ 9415

1 Dr. V. R. R. Uppuluri
Unfon Zarbide Corpacatlon
Nuy=lear Division
P. 0. Box Y
Nak Ridge, TV 17870

il Dr. David Vale
Asscssment Systems Carpoaration
2211 Univeorsity Aveau:
Sutce 310
St. Paul, MN 55114

1 Dr. Howird Waln-»r
Division of Pay:rhalagicil Stulfes
Flucitional Testing Sarvice
Princeton, NI N9540

I De. Micharl T, Waller
Dapirtm~nt of Elucationil Psychalogy
University of Wisconsin--ilwiukae
Milwauker, WI 53201
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Dr. 8rian Witers
HunRRN

1)) Narth Wigshingraon
Al xaniria, VA 22114

Nr. David 1. Y:isg

NHAAD Sl ottt Il
Unfversfty of Yinnsota
15 K. River Rod
H{ancapatis, Y SH5499

Nr. Ranil R, Jilrox
Univaerstiry of Saurthrn

Departm~nt of Psy "halory

Loas Angeleq, 74 93/

Walfowne Wil dogruh
Stretekrafooeant
Bax 29 99 O
D-51)) Bnan 2

WEST AU IANY

Nr. Bruce WILH{ s

D:pirtmnrt of Flucatinaal Psy-halovy

University of 1l1)innig
Urbana, 1L 6181

D, Wenly Yen
CTR/M~Graw Hilt

D+l *fante Regoareh Park

Manterey, CA 91949

AT RN AARLSEE
St {I-‘LA.L{L!

|

R
P S

€ ..
»
.

[

ce ew
e
L I |

D A A b PP i

T
>
As

Talifornta

I-I-.‘} -..JL:“‘\A‘N‘






